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In recent years the KamLAND experiment has not only pro-
vided strong evidence that neutrinos oscillate, but has made
key measurements of fundamental standard model parameters
of neutrino physics [1, 2]. The obstacle of most neutrino os-
cillation experiments is the low neutrino event rate relative
to detector backgrounds. In KamLAND we detect approxi-
mately 30 events per second, but expect less than one per mil-
lion to be a reactor neutrino interaction. Not only does this
provide a challenge in the analysis of the data, but it is also a
procedural problem to archive and process this large volume
of data. Over the past year an effort has been made to con-
struct a procedure to handle these challenges. The system will
then be used in the production of the data for the next Kam-
LAND reactor neutrino analysis. This will include more than
a doubling of the total dataset and should give the most precise
measurement of ∆m2

12 to date.
The data analysis production system was designed with the

following goals:

Simple All collaborators should be able to easily participate
in the production of KamLAND data.

Robust It should be easy to diagnose and recover data which
fails to process correctly.

Summarized There should be a simple interface to summa-
rize the current state of production and to document
where data is stored.

The KamLAND detector currently generates roughly 200
GB of data per day. This data is transported weekly from
Japan on magnetic tape and then archived in the High Per-
formance Storage System (HPSS) at the National Energy Re-
search Scientific Computing Center (NERSC) [3]. During
production, this data is read out of HPSS and processed on the
Parallel Distributed Systems Facility (PDSF) computer clus-
ter. Since the last analysis of KamLAND data, over 400 ad-
ditional days of data have been taken, bringing the total to
almost 900 days.

To achieve the production goals outlined above, a system
was constructed consisting of three parts: production scripts,
database, and web interface. The production scripts are a ro-
bust set of computer programs which handle the submission
and monitoring of jobs on PDSF. The database documents the
status of all production jobs and the location of all data files.

The web interface provides simple and human-readable access
to the data in the database (Fig. 1.)

This entire system has been thoroughly tested. Further-
more, a significant fraction of the collaboration has been
trained in its use and have all submitted data for production.
This initial data is undergoing a thorough physics study to

FIG. 1: Example display of file statistics from user interface.

evaluate the new KamLAND analysis tools. Once this is com-
plete, the full production will begin in earnest. The entire pro-
duction is expected to be completed in two months according
to current estimates.
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